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Abstract: Homotopy perturbation method is an efficient method for solving nonlinear equations. But
there is still no general approach for applying the method. In this paper we propose some efficient
rules to start the homotopy perturbation method for differential and systems of differential equations
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INTRODUCTION

Homotopy perturbation method (HPM) has first come to light by He (1998) and has been accepted as an
elegant and efficient tool for solving nonlinear equations (He, 1998; He, 1998; Babolian, 2009; Chowdhury,
2007; Chowdhury, 2009). In HPM an auxiliary equation, namely homotopy equation, is constructed using the
original equation under study. The homotopy equation contains an embedding parameter (we denote it by p)
and it uses an initial guess of the exact solution to start an iterative-like procedure to hopefully converge to
the desired solution. Actually homotopy equation is a convex combination of the original equation, and another
(usually closely related) equation which has the chosen initial guess as one of its solutions. we consider the
equation Au = 0, where A is a nonlinear operator and u is the unknown function, then the homotopy equation
will be as follows:

H(uw,p)=(1—-p)(Lu—Luy) + p(Au) = 0, o

where L is an auxiliary (and mostly linear) operator, this operator is chosen beforehand based on some
knowledge about the equation under study. Together with the initial guess, the operator L, are the two key
tools of HPM. For p = 0, the above homotopy equation is just a quite simple equation based on the operator
L, and for p = 1, we have the original equation. Assume that the solution of the homotopy equation could be
represented as u = u, + u;p + w,p’ + ... . As p — 1 the homotopy equation converges to the original equation,
so we expect u = u, + u,p + wp*> + ... to converge to the solution of the original equation when p — 1.

This is, more or less, the common terminology which is use by almost all authors for using and applying
homotopy perturbation technique.

Considering the homotopy equation, one can easily find out that choosing L and u, will determine the
homotopy equation completely, so the HPM is restricted to just choosing appropriate L and u,. In this paper
we would present some general rules for suitable choosing these parameters. In section 2, after a short review
on the approaches by other authors, guiding rules are presented and discussed. Section 3, applies the suggested
rules to some differential equations (partial and ordinary) to verify its efficiency.

2- Some Suggestions for Applying HPM:

Studying the method we understand that, the idea is straightforward, but every one has solved it's own
problem, heuristically, using some tricks. Although this show the flexibility of the method, a beginner confronts
problems using it. Perusing most of the equations that have been solved by homotopy perturbation method,
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it seems that one simple way to start the homotopy perturbation method is to choose different L and u,'S and
test them to find the most accurate one.

To have a review on how authors use HPM for solving differential equations, consider the following
example (Babolian, 2009).

Example 1:
Consider the time-dependent Emden-Fowler equation:

2
Vex + Yoz = (6 + 427 — cos(®))y = ye

with the initial condition ¥{ x,0) = e*  and boundary conditions ¥{ 0,t) = e=" (£} and

v, (0,t)=0

v 2 dv

Let's choose Lv= Ax2 + x gy’ and +itg = =1 (£) Chowdhury and Hashim (2007). This gives

the homotopy equation as follows:

2 2 2 5
Vo + e ™ Uowx — Vo + P Uper + S Mox ~ (6 +4x® —cos(t) v — v, i = 0.
Using the expansion U = ¥y + 143p + :"g’,t}: + ... , and equating to zero the coefficients of powers

of p, we have the following sub equations:

2

Vowe + Vox — Upwx — “Ugx =0, ve(0,8) = e (® vy, (0,t) =0,
2 2

Viex + ~Vix ~ Uoee — Moz — (6 +4x? —cos(t))vg — vp. =0, vi(0,t) = v, (0,t) = 0,
2

Vaee T Ve~ (6+4x?—cos(t)vy — vy, =0, va(0,t) =va, (0,8) = 0,

(2)
Subsequently solving the above equations we have:
v (x,t) = esn(®) (3)
. e E
U=Vy+ Vi + Vot . = emﬂ'if}{l+ 2+ =+ =+ }
So, the final solution is 2! 3! which

leads to the closed form u(x,t)=e™" +x* that is the exact solution. In this equation we have so many
choices for L such as:
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9
“y— (64 4x?— o o )
X}x - cos(t))y, Ve vi— (6+ 4x%— cos(t)) v, Vex — (6 + 4x2 — cos(t)) v, and V. .

In the same way there are different choices for u, Here there are two basic questions:
Why do the authors choose these L and u,? Do other possible choices have the same results?
The answer of the second question is negative, this can be easily find out by perusing
other choices for L. But no body have tried to answer the first question.

We can find out some points from the previous example, or any other equation that has been solved by
HPM:

There is no general way to find the best L and to start the homotopy perturbation method.

Moreover all of the authors that used HPM for solving PDE's and ODE'S, apply the initial/boundary
conditions to the first element (v,) of the final solution (u = v, + v, +...), and vanish these conditions for other
elements (v, I = 1,2...). For instance consider the above example, here the boundary conditions for the main

solution is, »(0,£)=¢"" and y_(0,7) . In the sub equations (2), the authors assigned these conditions as
follows,

v(0,t) = esinld | 4, (0,t)= 0,
and
v(0t)=0 ,v,(0,t)=0, i=1,2,..

Here we present some suggestions for applying the homotopy perturbation method to differential and
system of differential equations.

Consider the differential equation. 4(u)-f(r)=0 with the appropriate initial/boundary conditions, in almost
all cases the homotopy equation is constructed as follows:

Hw,p)=(1-p)(Lu— Lug)+ p (A - £(r)) =0
By expanding i = g+ P+ vap®+ .., and equating to zero the coefficients of powers ofp, we
have the sub equations:

L'T?D = L'uu_.
Lvy = F (ug,v),
Lvy = F; (vo,v1 ),
Lvy = F3 (vp, 1,12 ),
Applying the initial/boundary conditions to v, and vanishing them to other elements, is the straightforward

way to solve sub equations in HPM. Moreover one obvious solution for the first sub equation is v, = u,.
e have to choose L and u, based on our experience. Moreover, even if we approximate the solution, i.e.
We have to ch L and u, based M f te the solut

u = vy+ 1w + ..+1,, still initial/boundary conditions are valid for the approximate solution.

3282



Aust. J. Basic & Appl. Sci., 5(12): 3280-3294, 2011
Our suggestion is to construct the homotopy equation as:
H(v,p)=(1-plu+p(Aw- fi)=0.
Here we have the following sub equations:

LT—’D = {]J L'i-’l = Fl(u[:.}, Lu: = F:'[T-’D, 1’1:}1 e

So we do not choose initial guess v, = u, we find v, by solving the first equation. Moreover from the
above discussion it's obvious that homotopy equation is constructed based on L. So if we choose L the
homotopy equation will be identified. The following rules are suggested for choosing L.

Rule 1:

L must depends on the main equation, but not necessarily a part of that. The approximate solution of the
equation is u = v, + v, + ... v,, that v/'s are the solutions of the above sub equations. These sub equations are
completely based on L, so it is natural to choose L, based on the main equation.

Rule 2:

L must be easy-to-solve.

As we know in HPM we replace a nonlinear equation with infinite number of linear equations. So the
method is useful if those sub equations be easy-to-solve.

Rule 3:
It is better to choose L based on initial/boundary conditions of the main equation.

Rule 4:

Sometimes we get better results by assigning initial/boundary conditions not in classic way(applying them
to and vanishing them for other elements). We will discuss these rules with details by some examples in next
section.

In homotopy equation, for p = 1. we have

H(v,1)= Lv+N(v)— f(r) = A(v) - f(r) = 0,

so it seems that for any choice of L the final result will be the same. But this is not true, we can see from

different examples that L, has an essential role in convergence of the solution of HPM to the main solution.
As we mentioned before HPM has been used for solving systems of equations. Studying previous works

on systems of equations, we could find out that constructing homotopy equations in a system of equations are
just the same as for single equations. Consider the following system of differential equations:

Al(ulJ ---Ju-n}_ fl(r} =0,
AE (ul,...,uﬂ} - fﬂ('r} = ﬂJ

“4)
An(uj_.l"'.lun} - fn(T} = ﬂ-‘

with suitable initial/bounary conditions. In classic view homotopy equations are constructed as follows:
(-p) L, u, + p(A4; (u; ..., u)-f; (1) =0,

(1-p) L, u, + p(4, (u; ... , w,)-f> (r) =0,

(I-p) L, u, + pA, (u; ..., u)-f, (r)) =0, ()
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where Ai = Li + Ni, fori=1, 2, ..., n.

Now by assumption u;, = u, + u, p + u, p* + ..., fori=0,1, 2, .., and equating to zero the
coefficients of powers of p. in the above equations will be find step by step. In the first step uy's will be
identified, and so on.

It is worth mentioning that in the proposed way, we solve equations in each step from the first one to n-th
equation. It means that in any step k, previous elements have been determined, for example in the third
equation, u,,, u, are obtained before, so we can use them in this step. This fact guides us to propose the
following system of homotopy equations:

(I-p) L u; + p(d; (u; ..., w)-f; () =0,

(1-p) L, (u;, wy)) + p(4; (u; ..., w)-f> (r)) =0,

(-p) L, (uy, 1) + plA, () oo, 1)~ f (1)) = O, 6)

In any step k, we solve the equations of (6) sequentially. Solving the first equation we get u,, , so in the
next equation (1-p) L, (u, u,) + p(4, (u,,... , u,)- f, (r)) = 0, the only unknown is that can be evaluate by
solving a linear equation, and so on. In the above system for homutopy perturbation method we use the
property of HPM and system of equations in the same time.

3- Examples:
3.1 Reaction-diffusion Equation:

The one-dimentional time-dependent reaction-diffusion equation is of the following form (Sami Bataineh,
2007):

w, (6t )= Dw, (x, 1) + qfx, Ow (x, 1), (1) € R
ow o*w : . , . .
where w, =a—, W, :F and is the concentration, q(x, ¢) is the reaction parameter, and D > 0 is the
t X

diffusion coefficient.
The initial and boundary conditions are

w(x.0)=g(x), w(0.0)=fy(1).
w, (0, t) =f, (¢¥), x, t eR

Reaction-diffusion equations describe a wide variety of nonlinear systems in physics, chemistry, and
engineering (Button, 1998; Cantrell, 2003; Grindrod, 1996; Smoller, 1994). Here we solve some special cases
for g(x,t) == const. and q(x, t) = 2t.

3.1.1 q(x,t)=const:
Let

qxt) =-1, D=1, gx)=e* +x

foW=1f ®)=¢" -1,

so the equation will be w, = w_ - w, with the conditions w(x, 0) = ¢* + x, w (0, t) = 1, and w, (0,t) = ¢* -
1, for x,t € R. In this case the equation is linear and we can choose any part of the equation as L except the
part that contains w, and w,, or w and w,, simultaneously, because in these cases L is not easy to solve. So

by Rule 2, we have the following choices for L:

Wi = Wi

w, + w.
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In this equation we have initial and boundary conditions. If we use the initial condition, then by Rule 3,
we have to choose w, + w or w, as L. Moreover since w, + w in comparison with , is more dependent on the
main equation, by Rule 1, L must be w, + w. On the other hand, with the boundary conditions, we have only
one choice, -w,.. In the following we solve the homotopy equation in the above mentioned cases.
Case 1:

Let L = w, + w, with the init iril condition w (x, 0) = ¢*+ x. Here the homotopy equation will be as
followes:

H(w,p) = (1 — p)(w, + w) tp(w, + w - w,) =0,

or,

Hwp) =w, + w-pw, =0

Let:

w=w,+wp+w,p’+ ... (7

be the solution of equation (6). Now by the assumptions w, (x, 0) = ¢ + x and w, (x, 0) = w, (x, 0)=...=0
the initial condition for the final solution (w = w, + w, + w, + ...) holds. Using (6) along with (7), one has:

Wo + Wy p+wy P’ + )+ Wyt wptw,p’+ ) -p Wy ¥ W p+wp’+.)=0 (8)
_ *w.
where w, :ﬂ,and w, = v:’ .
ox

Equating to zero the coefficients of the powers of p in (8), we have the following sub equations:

Wyt w, =0 w, (x ,0) = e* + x,
W11+WI-W0xx:0r Wl(x’o)zo’

W2I+W2_W1xx:0’ Wz(x,()):(),

which imply that:

wy(x,t)=e'e " +e'x

w(x,t)=te'e”"

2
-t _—X

w, (x,1) =%e e

n

U«
It can be shown by induction that., w, (x,t) = —'e ‘e™ . Consequently:
n.

W=W,+ W +w, +...
t2
=e¢'x+ele | 1+t+—+..
2
=e'x+e’eve
=e'x+e”

which is the exact solution of the equation.
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Case 2:

Let w = - w_ boundary conditions, w(0,t) = 1, w, (0, {) = ¢* -1, so the homotopy equation will be as
follows:

Hw, p) = (I-p) (- w)+ p (w, + w-w,) =0

or

Hw, p) =-wy,+pw, +w=20 )]
with the boundary conditions

Let, w=w, + w, p + w, p,+... (10)

so by the assumptions w, (0,¢) = 1 ,w, (0,t) = w, (0,t) = ... and w,, (0,8) = €' - 1, w;, (0,t) = w,, (0,1) = ...
= ( , the boundary conditions for w holds. By (9) and (10), we have:

- (WOXX + Wlxx p + W2xx p2 + ) + p ((W()t + Wlt p + W21 p2 + ) + (WO + Wl p + W2 p2 + )) = 0 (11)

with the above boundary conditions.
Equating to zero the coefficients of the powers of p in (11), we have the following sub equations:

= Woxx = 0 Wo (O’t) =1, Wox (O)t) =e' -1
- Wi T Wo + Wy =0 w, (0,5) =0, w, (0,)) =0

- W2xx+ Wlt + Wl = 0 W2 (Ost) = 0, WZx (O,t) = 0

which imply that,
2 3 4 S
i D), weX T X X
w,=1+x(e” =1), w T w, TR i

x" X
@n)! Qn+!

one can show by induction that, w, =

So: w=w 4w 4w+ =lixe’ —x4m X X X e
0 1 2

which is the exact solution.

3.1.2 q(xt)=2t:
Let
qeet)= 2t, D=1, g)=¢', fy (1) = &™), f, () = &)

So the equation will be w, = w_ + 2tw. with the conditions w(x,0) = &, w(0,t) = &), w, (0,) = &), for
x, t eRrR
In this case the equation is again linear. So we have four choices for an easy-to-solve L (rule 2):

-w

xx?

w, -2tw, w, - 2tw,

If we use the initial condition, we have to choose w, or w, - 2tw, as L (rule 3). Moreover since w, -2tw,
in comparison with w, is more dependent on the main equation, by rule 1, L must be w, -2tw.

On the other hand, with the boundary conditions, we have only one choice for Z, -w,,. In the following
we solve the homotopy equation in the above mentioned cases.

Case 1:
Let L = -w,, with the conditions, w(0,¢) =w, (0,t) =. Here the homotopy equation is:
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Hiw,p) = (1) (- w) + p(w, - 20w- w,) = 0.

Or

Hw,p) =-w,+p (w- 2tw) = 0 (12)
Let

w=w,+w,p+w,p + .., (13)
And w, (0,0) = w,, (0,t) = w, (0,) = w, 0,1) = ... =0, w, (0,t) = w,, (0,) = ... = 0.

Using (12) along with (13) one has:

- Wy Wi P Wy PP ) F (W, Wy, oy, pP L) 28w, Fw, pFw, pt L)) =0 (14)

with the above boundary conditions.
Equating to zero the coefficients of tlie powers of p in (14), we have the following sub equations:

- WOXX = 0’ WO (O’I) = thZ) 4 Wox (O’t) = et+f2) ’
Wi + Wy - Zt w, = 0’ w; (()’t) = 0’ Wiy (()’U = 0’
=0, w, (0t) =0, w, (0,t) =0,

Wo + Wy, - 28w,

which imply that:

2 3 4 5
2 2 2 2 X X 2 2| X X

W, :et+t +et+t x,w, :et+t +et+t 4 W, :et+t +et+t A
21 3! 41 5!

xZ/l x2n+|
+

@n)! Qn+1)!

It can be easily shown that, w, =¢"* (
W=W, + W +w, +...

- oy
=e " |l+x+—+—+..
21 3!

% x
&

] . So the final solution will be:

=e
which is the exact solution.

Case 2:
Let L = w, -2tw, with the condition w(x,0) = €. In this case the homotopy equation will be:

H9w,p) = (I-p) (w-2tw) + p(w, - 2tw - w,) =0

or
w,-2tw - p w, = 0. (15)
Let

w=w,+w p+wp + .. (16)
And w, (x,0) = €', w; (x,0) = w, (x,0) = ... = 0.

Using (16) along with (15) one has:

(Wo + Wy, p + wy, P2 + ) =2twy o wp tow, p2 ) PWo T Wi P+ Wy, P2 +..)=0 (17)
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Equating to zero the coefficients of the powers of p in (17), we have the following sub equations:
Wy - 2t wy =0 w, (x,0) = €,

Wy, - 2t w, - Wy, = w; (x,0) = 0,
Wo = 2 Wy = W, w, (x,0) =0,

Il
S S

solving the above equations we have:

2 x
w,=e e,

2
w =e"e't,
2

by induction we have: w =t’ze"i
Yy 'n
SO' n'

W=wy + W W, Fo

=e%e” (1+t+t—+..}
2

_p2
e ra

That is the exact solution.

3.2 Helmholtz equation:
Helmholtz equation is of the form

V2utflxyu=g(x.y) (18)
With the initial/boundary conditions:
uy) = yl@)u, (0y) =y, (), u(x,0) = y; (x), u, (x.0) =y, (x)

fxy), gxy), v, ), v, ), w; (x) and y, (x), are known functions (Momani, 2006).
A special case of Helmholtz equation is of the form

Uy T U, = u (19)
with the conditions u(0,y) = y and u, (0,y)+ cosh (y).
Here we have three choices for easy to solve L (rule 2): wu, , u

w
Up to the conditions (rule 3) we have just one choice Lu = u,.
So the homotopy equation is as follows:

Huwp) = (1-p) () + pli, + u,w) = 0

Or

H(up) = u, + p(u, -u) =0 (20)
with the conditions u(0,y) = y and u, (0,y) = y + cosh (y).

Let:

u=u, +u;p+up+ .. 2D
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with the conditions u,(0,y) = y. u,, (0,y) =y + cosh(y), u, (0,y) = u, (0,y) = ... = 0 and u,, (0,y) = u,, x (0,y)

=. =0.
Using (21) along with (20), one has:

(uﬂxx + u]xxp + u2xx p2 + ) + p((”Oyy + uIyyp + uZyy pz + ) - (u(? + u] p + u2 p2 + )) :01

with the proposed conditions for u, , i=0,1,2.... .
Equating to zero the coefficients of the powers of p in (22), we have the following sub equations:

Upxx = 0 U (an) =Y, Uy (an) =Yy + COSh (y)
Ujxx + Ugyy = U= 0 u, (Ony) = 09 U (Ony) =0

Wpxx + Uk =W = 0 W, (09Y) = 07 Uy (07Y) =0

by solving these equations we have

w, =xy+xcosh(y)+y

2 3
X X
w :y[—z +—3'j

N EE
MR TR

2n 2n+1
and by induction we have, w, =y S
@2n)! 2n+1)!

So the final solution is:

w=w,+w +w,+...=xcosh(y)+y+yx+ x—2+x—3 + £+£
o tW W, F.. yyyy23!y4!5!

=xcosh(y)+ ye,

Which is the exact solution.

3.3 RLW Equation:
Cconsider the RLW equation which reads (Ganji, 2006):
2

utfuxx+(u7jx:0 xeR,t>0

with the initial condition
Here for an easy to solve L we have two choices (rule 2),

but (%]x , 1s not a right choice for the initial condition (rule 3). So we have only one choice, Lu = u, . The

2

homotopy equation in this case is [[%jx:uux] :

Hup) = (I-p) u, + p(u, - u,, + uu) =0

or

H(uwp) = u, + p(uu, - u,,) =0 24)
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Let: u=u,+*u, p+up’ + .. (25)

and, u, (x,0) = x, u;(x,0) = u,(x,0) = ... = 0.
By (24) and (25) one can easily see that:

(g + Uy p + Uy p22+ ) Fplly + uyp +ou, p’+ 2)
(u()x + Uy p + Uy p + ) - (u()xxxz + Upo P + Ut P + )] = 0. (26)

Equating to zero the coefficients of the powers of p in (26), we have the following sub equations:

uy, =0 u, (x,0) = x,
U, t Uy, - Upy = 0 u, (x,0) =0,
Uy T Ut ougly - Up = 0 u, (x,0) = 0,

us, + (Ugly, + uguy, + Uzl - U, = 0 u; (x,0) = 0,

solving the above equations we have:

U, = x,
u, =- xt = x(-t),
u, = xt’ = x(-t),

u; = -xtt = x(-t)°,

n

by induction we find out that, u, = x(-2)".
So the final solution is:

W=y +t, 1ty 1ty + = x( () + (<) + () +..A)=ﬁ

which is the exact solution.
3.4 Laplace Equation:

Consider the two-dimensional Laplace equation (Sommerfeld, 1949), u,, + u,, = 0, subject to the boundary
conditions of,

u0y) = 0, u(zy) = sinh(m) cos(y), u(x,0) = sinh(x), u(x,x) = -sinh(x).
Let Lu = u,, so the homolopy euation will be as follows:
H(V,p) = (1—]))(11)/\) + p(uxx + uy)) = 07

By the assumption u = u, + u, p + u, p° + ..., we have the following sub equations:

Voo = 0 v, (0y) = 0, v, (my) = sinh (m) cos (y),
v]xx = - VOyy v] (O’y) = 0’ V] (”:y) = 0’
= - Vg, v, (0y) =0, v, (my) =0,

VZXX -

27
the solution of the first equation is “nl;ﬁ cos(y)x. But Sadighi and Ganji in (2007) used the approximation

sinh(m) = m and set v, = xcos(y) which is not acceptable. It seems that there is no reason to use such an
approximation. Now we assign the boundary conditions in another way. By the Maclauran expansion of sin/(x)

3
at x=n , we have sinh(n) = & + %+ here we assign the boundary conditions to sub equations in

homotopy perturbation method as follows:
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Voo =0 v,(0,»)=0,v,(7,y) = 7w cos(y)
3
Vo =, 7(0.3) = 0w, (7. ) = T cos()
] (28)
T
Vo = Vi v(0,¥)=0,v,(7,y) = §008(y)
The solutions of the above equations are:
Vo(x, ) = xcos(y)
3
% (%, ) = 2=cos(y)
3! (29)

5
X
vy (%, ) = 2 cos(y)

3 5
so the final solution will be u=v,+v,+v,+..= (x+x—' +x—’ +J cos(y) =sinh(x)cos(y) , which is the exact
solution of the equation. 31 5t

Consider the two-dimensional Laplace equation, u,, + u, = 0, subject to the boundary conditions of,
u(0,y) = sin(y), u(my) = cosh(m) sin(y). ux,0) = 0, u(x,x) = 0.

Let Lu = u,, , so the homotopy equation will be as follows:

Hvp) = (I-p) (u,) + p(u, +u,) =0,

By the assumption u = v, + vpp + v, p° + ..., we have the following sub equations in classic view:

Voo = 0 vy (0y) = sin(y), v, (w, y) = cosh(m) sin(y),

v]xx = - vOyy V1 (O,y) = 0’ V] (ﬂ,y) = O’

‘.)2,\',\' = - vlyy v, (O’y) = 0’ v (n,y) = 0’ (31)
cosh(r) -1

the solution of the first equation is , But Sadighi and Ganji in (2007) used the approximation

T
cosh(m) ~ 1 and set, v, = sin(y), which is not acceptable. Now we assign the boundary conditions in another

2
way. By the Maclauran series of cosh(x) at x = & we have cosh(n) = 1 + %+ here we assign the

boundary conditions to sub equations in homotopy perturbation method as follows:

Voer = 0, vy (0,y) = sin®), v, (my) = sin(y),

Vie = = Vo v, 0y) =0, v, (my) = 7;—2' sin(y),

Vo = = Vo s v, (0y) =0, v, (my) = Z—z sin(y),

; (32)
The solutions of the above equations are:

vo(x, ¥) =sin(y)

(X, )= %lein(y)

v, (x,¥) = %Sin(y) (33)
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So the final solution will be:

u=v, +v, +tv, + .. = [1+§+%+.,,] sin (y) = cosh (x) sin(y),

which is the exact solution of the equation.

3.5 System of ODEs:
Consider the following system of equation (Saadatmandi, 2009):

u'(x) + (2x-1 ) u'(x) + cos(m, x) v'(x) = f,; (x),
V') + xu(x) = fox). 0 <x< 1, (35)

with the following boundary conditions.
u@) = u(l) =0, V) = v() = 0,
where f,(x) = - @’ sin(mx) + (2x-1) cos(mx) + (2x-1) cos(mx), and fo(x) = 2 + xsin(mx). In this case we set L,u

= u" + o sin(nx), and L,(u,v) = v" + xu -2- xsin(nx), So the system of homotopy equations will be as
follows:

u" +  sin(mx) = p {(2x-1) cos(mx) + (2x-1) cos(nx) - (2x-1)u'- cos(mx)v"}
v+ xu -2- xsin(mx) = 0, (36)

so by the assumption v = u, + u, p +... and v = v, + v, p + ..., the sub systems of the above homotopy
system will be as follows:
first system:

u," + o sin(mx) = 0, u,(0) = u, (1) =0,
v, + xu, - 2- xsin (mx) = 0, vy(0) = v, (1) = 0,

solving the first equation of the first system we have, u, = sin (mx), so the next equation will be,
v,"'+ xsin(mx) - xsin (mx) - 2 = 0, with the boundary conditions, u,(0) = v,(1) = 0.

So the solution is v,(x) = x* - x.
second system:

u," =p {(2x-1) @ cos(mx) + (2x-1) cos(mx) - (2x-1) u,' - cos (mwx) v,'}, u,(0) = u,(1) = 0,

v, + xu;, =0 v,(0) = u, (1) =0,

the solution of the above system is, u, = 0, v, = 0.

Continuing this approach we have u, = v, = 0, i > 1.

So the final solution is # = u, + u;, + ... = sin(mx) v = v, + v, + ... = x’ - x. These are the exact solutions

of the above systems.

Example 3.1: Homogeneous 2-by-2 stiff system of linear ODE'S (Adomian, 1988; Sami Bataineh, 2007) is
as follows:

WA I+ u+k@E-1)v =10 u(0) =1,
Vi k(I+ O v+ k(- 1) u=0 v(0) = 3, (37)
k and & are constants.

Let L,(w) = u’ + k(1+8) u and L,(v) = v' + k(I+&)v. so the homotopy system will be:

W'+ k(148 u = pk(1-9v, u() = 1,

Vi k(148 v = pk(1-du, v0) = 3, (38)
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By the assumption u = u, + u, p + ... and v = v, + v;p + ..., we have the following
Sub systems,
first system:

u, + k(1+&) u, = 0, u, (0) =1

vy + k(1+8) v, = 0, vy (0) = 3 (39)

second system:

u k(14 u, = K19 v, u, (0) = 0,

v,"t k(110 v, = k(1-) u, v, (0) =0, (40)

the solution of this system is, u,(t) =3k(1-&xe ™" | and v, (1) =k(1-&)e™ " continuing this approach we
242 242

have uz(t):%e”‘“*f” and v, (t)=%e’“”§” We can show by induction that:

u”(t):73[k(l_:’g)]nt" e for odd n, and u, (t)=7[k(1_9?)] L 419 for even n, and Vn(t):73[k(1—'§)]”r" ek

[k(l — é:)]" ¢ e—k(1+§)t
n!

for even n and v,(¢¥) = for an odd n. The final solutions will be:

U=y +u +uy +uy+.=

grHn {1 +k(- g+ L 1, } 4267049 {1 k(- B9 ;f’t3] + } _

2e—2k§t _e—Zkt —2k&t 2kt

. In the same way v=2e e

From the examples we find out that the proposed approach can be useful for constructing the homotopy
equation. Of course we do not achieve the exact solution for any equation, but we have still an easy approach
for constructing the homotopy equation.
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