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ARTICLE INFO ABSTRACT

Article history: This paper presents an inverse method to accyrattimate five electroacoustic
Received 18 July 2016 - . L L .
Accepted 21 August 2016 parameters of miniature loudspeaker, which areevodail inductance™, mechanical
Published 3 September 2016 masst, mechanical resistanc%“, mechanical stiffnesg m and force factoB! ,

based on only measured current. Transduction emsatdf the loudspeaker are
expressed for the inverse computation procedursulReshow that the estimated

Keywords: currents as well as the five parameters are agmtemith exact values even
Inverse method measurement errors are involved. In addition, &ffef scale factors and optimization
Miniature loudspeaker methodology are also analyzed. It believes thatniehod has potential to predict
Scale factor electroacoustic parameters of the miniature loualsprewhich are usually difficult to
Measurement error directly measure.

INTRODUCTION

Miniature loudspeaker (ML) in Fig. 1 is widely usegdacoustic technology. Microphone sound reception
and laser displacement measurement methods wedetoiseeasure electroacoustic lumped parameters. The
traditional measurement principle changes the lpeaker impedance frequency response curve peakefney
and determines the parameter values accordinget@hiange, such as close-box method (Beranek 1993 an
David 1978) and add mass method (Remeberto 199%&ckent years, laser measurement technology (&lipp
1990, 1999) and system identification (Knudseal., 2007) to measure the voice coil displacementsande
parameters in Z-domain are become popular. Howdkerpresent ML diaphragm is too light, and thecegoi
coil stroke is too short. Clay around the lightplieagm may cause nonlinear vibration charactesisticthe
support suspension system of loudspeaker (Pedé&rgeyerkvist, 2007; Pawaet al., 2012; Chun Chang al.,
2012). In addition, the ML diaphragm can be madePEyor PVC transparent material instead of traditio
paper or rubber. Therefore, the previous laser otkthased on displacement may not be appropriated fo
measuring parameters on the kind of ML. Fortunateijnped parameter model based on differential Bmua
form to analyze loudspeaker has been proposedippddl (Klippel, 1990, 1999) and Beranek (Berar393).

As shown in Fig. 2, the lumped parameter model bfiMtludes parameters of voice-coil inductange voice-
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coil resistanceR., mechanical mash!,,, mechanical resistand®,, mechanical stiffnesk,, and force factor
Bl ; and it is divided into electrical and mechanidamains. These five parameters are normally gigeim@ut
values for solving differential equations to obtdisplacementX(t) and current (t) of ML. Appling inverse
method to estimate the five parameters based odiffieeential equation of the lumped parameter nhadéiL
has never presented in any previous researchésisistudy, the inverse method, which has beenesstally
applied for solving heat transfer problems (War@l. 2 Lin Davidet al., 2008; Chen & Su, 2008), is used to
estimate the five parameters by using measurecerukralues. Influence of parameter scales, optiioiza
method, and measurement errors on inverse resaltsaaried out and discussed.

Acoustic
Domain
~

B

Diapharagm resistance
Rt ke Mechanical

Domain

Coil resistance
Coil inductance  Electrical

Coil losses  _Domain

(a) Real ML. (b) Schematic representation.
Fig. 1: Miniature loudspeaker
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Fig. 2: The equivalent circuit of the ML

2. Inverse Current Measurement Method:
2.1. Lumped parameter model:

According to the structure of ML in Fig. 1, an eeplent circuit for ML is established and shown ig.R2.
Wavelength generated in low-frequency vibratiorMif is quite larger than the ML's geometry. Therefathe
components in electrical domain, mechanical doraaihacoustic domain can be regarded as lumped pteam

model. As observed, the electrical domain contdine parameters R, and L,) and three parameters

(M, ,R,and K.,) in the mechanical domain. Two domains are comukethrough the force factdBl .

Therefore, the governing equation of the ML candeeluced from the lumped parameter model by using
Newton laws of motion and Kirchhoff's voltage las: a

M., dzz(‘) +r, & (t) +K, X (1) =Bl 1 (1) )
L d (t) +RI(t)+B RO dx (t) - &(t) @

where e(t) is the tlme—dependent input voltage of the MIt) and X(t) are the voice coil current and
diaphragm displacement, respectively.

2.2. Objective function and optimization method:
The inverse problem is concerned with estimatiregtebacoustic parameters based on knowledge of the
current in ML. Unknown vector can be expressed as:

w=[M, R, K, Bl L] (3)
Then an objective functiod is defined by measured vallig,.(t) and estimated valukt) as
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t _
J(W) :jo [1(W;t) =1, ()] ot )
when the objective functiod is minimum, the estimated valdg, (t) approaches to the measured value

| ea(t) . There are many optimal methods to minimize Jhealue. In present paper, conjugate gradient method

(CGM) and steepest descent method (SDM) are empltydind the best direction and search step dize.
general, the SDM has fast convergence along thativeggradient at value far from the optimal valuest it
requires a long time for convergence when the valge near the optimal values. Whereas the CGM is an
algorithm for finding the nearest local minimumwariables which presuppose that the gradient ofithetion

can be computed. For CGM, the iteration equatiagivisn as:

Wk = w0 - grpD (5)
Pl = Qg ® 4 Pk (6)

wherek is the number of iterationg?® stands the search step sigé*) denotes the descent direction.
Y™ is conjugate coefficient and can calculate by e three forms in Eq. (7).

- ||DJ(k)||2 w_ [0 ol
Vﬁﬁ)—m1 Dkv—m, VHKS—W, (7)
and 0J® represents the gradient of the objective function.
y=[ 23 03 3 a3 0] @
oM, dR, 0K, 0Bl L,

If k=0then ) =0. When the descent direction disregagd8P" , p of Eq. (6) degrades into the

gradient of the objective functiofid, known as SDM. Thd (t), 0J and 8 must be found through direct,
adjoint and sensitivity problem.

2.3. Solving direct problem for I(t):
We use the hybrid spline difference method propdised/ang (Wanggt al., 2012) to solve for determining
I(t) because of its simplicity and high accura€y4t*)) compared to the finite difference metha@d(4t?)).
The following discrete expression to discretizdedéntial equation as
(") = p™ +10p" + p™ di ¢") _ p™-p"? )
12 dt 2At
wherep andn are the parameters of spline value and time; fh&h, the value ofl (t") and its derivation

can be obtained rapidly.
Substituting Eq. (9) into Eqgs. (1-2), we have:

pln—1_2p|n + pln+1 r%n+1_ pln—l . Hn—1_|_10p|n + pln+1
M + ——1—-Af7 |+K
m A2 Al m 12

n-1 n n+1 (10)
_pg| AT *10p"+
12

pn+1 _ pn—l . pn—1+10pn + pn+1 n+1_ pn—l -
L | =———-Ai" |+ X X X |+ Bl| =2———-AX" | =¢(t 11
( 20t J Re( 12 2t ® (1)

With given value of vectow =[M_ R, K, Bl L], the current value$(t") can be obtained.

2.4. Adjoint problem for 0J:

To determine the gradient of the object functiahin Eq. (8), solving an adjoint problem is appliecthis
study. Egs. (1) and (2) are multiplied by the Lage multipliersA(t) and G(t), respectively. The object
function now becomes:
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3(W;4;G) = Eq. (4)+ [ A()Eq. (1)t + [ G ¢ )Eq. ()

d?X(1) , o dX(1)
dt? dt
dX (1)

j [1®) -1, dt+j /](t){ +R, +KmX(t)—BII(t)}dt (12)

+f G(t)[ dl(t)+R | )+ Bl 20 e(t)}dt

The unknownW is added a perturbingdW =[OM , OR, dK JBI JL ], and then replaced to Eq. (12), it
yields:
3I(W; A;G) =[R A(1)IX(t) + LG(1)I (1) + BIG(t)oX (t)]|;'

&

dJX (t)

dA(t)
[M A(t) M, JX(t)}

0

4 d2/1(t)_ dA(t) dG(t)
+j0 [Mm o R, " +K _A(t)- Bl " }5X(t)dt

t (13)
+jf[ det(t) BIAG) + 2[1 (t) -1, (t)]}d,(t)dt

0

+[ )I(t)[dz(j);(t) oM+ dﬁt(t) SR+ X(H)JK, — 1 ()38 ]dt

4 di(t) dX (t)
+ jo G(t)( & 5|_e+|(t)5Re+_dt JBdet

As 1(0) and dX(0)/dt are given,d1(0) andddX (0)/dt are zero. In addition, the micro variablé(t) is

not zero, and the optimal solution occurs when tfkie(W;/l;G) of the above equation is zero, the adjoint
equation can be obtained

2
i d /12(t) R dA(t) +K A1) =81 20 dG(t)
dgtt ! 000 (14)
dt() BIA(t) - 2[1 (1) - I, (D]
The accompanied final value conditions are
G(t;)=0,A(t,)=0and dA{,)/dt=0 (15)
According to literature (Lasdoset al., 1967) we can write as:
t t 0J 0J 0J
dJ(w) =| owDOJdt = oM, +0R,— +JK,,— + 0Bl — +JdL,— |dt
0= [} owosa = o 20— o8, T v 20w v, 2 o

Compare Eg. (16) with the mtegral term of the fagdb terms on the right of Eqg. (13), the gradiefit o
objective function is established as:

oM, OR, 0K, 0Bl oL

et dPX() e, dX(E) L g t dX (t) dI(t)
_[jo A= dt,JoA(X)Tdt,JOA(t)X(t)dt,Jo [G(t)T—A(t)l(t)Jdtj Gt)—2 }

When the gradient of objective functiall is obtained,p and/ can be acquwed by Egs. (6) and (7),
respectively.

17)

2.5 Sensitivity problem for 8 :
The search step sizg, is defined as

_ I; [1(0) = 1 ea (D] 31 ()t

te (18)
jo o1 2(t)dt
For the micro variabl®! (t) of I (t), we must solve the sensitivity problem as
2 2
M9 itf(t) iR da;i(t) +K_OX(t) = —%m dx(t) RO R —X(0)FK. +1(t)3BI + B3I (1) (19)
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doi(t) _ di(t) dX(t) doX(t)
=— oL - OBl - Bl ——~= 20
L dt dt L dt dt (20)
with initial conditions:
Ol(t)=0 fort=0;0X (t)= 0and doX (t)/dt=0fort= 0 (1)

3. Scalefactors:
Because of having large difference between som@awik values, in order to avoid error occurs when

calculating value oflJ, some unknown parameters should be divided by de&tors to get appropriate of

these unknown parameters. The unknowns are reagitellows:

M_m: M"‘;E: &YK_m: &,az El;z: Le

Su,, S, S, Sy S.

where S is the scale factom! , R, K, ,Bl and L, are new predicted parameters.

(22)

RESULT AND DISCUSSION

The exact values o{Mm R, K, Bl Le] are listed in Table 1. An input excitation voltage
e(t) =5x 10 sin(2rft ) is employed to get exact curreh, (t) . Thus, the maximum voltage #x16mv and
the stimulus frequency i§ =100+150Sin{rt/t, | Total simulation time it; = 3Se€c.

Table 1: Miniature loudspeaker parameters

Parameters

M., (ko)

R, (kg/s)

K, (N/m)

Bl (N/A)

L(H)

R, (Ohm)

Value

9.45E-4

0.113

699.3

1.68

1.1E-4

3.51

4.1. Influence of scale factor:
Fig. 3(a) shows the gradient direction and valueenwblcale factors are not used. It is observedttigat

gradient value oK, and L, are too different. In addition, when the searakedaion is not parallel with<,, axis

due to numerical computation error and the seargp sannot move forward under having large distmct
between gradient magnitudes §f, and L,. Hence, scale factors are employed to treat thidlpm. The
differences of the gradient values are reducedtain highest convergence speed (see Fig. 3(b)).

A Aiis
“ )

Contour line J9(w)

Minimum value K

(b) With sedactors

(a) Without scale factors
Fig. 3: Schematic diagram of search direction

Some numerical simulation for different scale fastare performed and tabled in Table 2. For case
S, =1E3and S, =1E-4, if §, >1E-3the objective functiond(w)is difficult to reach 1E -10 after 30

iterations. However, the objective function caralpgroached taE - 10 by usingS,, <1E-3 after maximum 30
iterations. For cases 8f >1E3, § >1E-4 and §_<1E-6, the objective function cannot also converge to
1E -10. From Table 2, it evidences that value %,fm and Skm should not be greater thdk — 3 and1E3,

respectively. While value of_should be fromlE - 4 to 1E - 6. Through all analyses, one can conclude that
the choosing appropriate scale factors must be tlorstuations of exiting large difference betwaarknowns.
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Table 2: Influence of scale factors on humber of iterations

Su, S S,

(&, =1E3) Numbe (Sy, =1E-3) Numbe (Sy, =1E-3)  |Numbe
(8, =1E-4) (§,=1E-49) (S =1EJ)

S1E3 - 1 19 >1E-4 -
1E-3 30 10 19 1E-4 30
1E-4 18 1E2 23 1E-5 41
1E-5 19 1E3 30 1E-6 80
1E-6 19 >1E3 - <1E-6 -

4.2. Comparison of CGM with SDM:

To compare convergence capability of CGM and SOHd, iumber of iterations and value of the objective
function for these optimal methods are shown in Biglt evidences that the SDM cannot converge tdvea
minimum value LE —10) after 50 iterations while the objective functioan reach for the CGM. In addition,
the convergence capacity for different formula @hjagate coefficients in the CGM are analyzed and
compared. The results indicate that usedptfieformula can get the highest convergence speedcdiahe
CGM with y™ formula is chosen to optimize the objective fumeti

— sbm
10“\ - - - - DY
—-—-= FR
102- ““Nﬂ -— HS
[ ~\
ll‘\. \
0 .
o “.\. \\
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2= e = \
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Fig. 4: Comparison of the SDM and CGNY, FR andHS)

Table 3: Influence of current measurement erf@ron prediction result

The estimate parameters wih
g Average Error (%
Mm Rn Km H Le g ( 0)
0 9.45000E-4 0.113000 699.300 1.68000 1.1000E-4 000.0
10 9.47020E-4 0.113308 700.589 1.68123 1.0982E-4 2360.
30 9.57669E-4 0.114143 707.274 1.68982 1.1127E-4 2511.
50 9.59452E-4 0.114863 708.589 1.69026 1.1086E-4 5091.

Exact and inverse current results are figured oWig. 5. It can see that the estimated currentseagell
with exact values. Moreover, the estimated paramete much closed to the exact values, as founi@lihe 3.
Thus, the proposed method can correctly predicMhgarameters.
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Fig. 5: Comparison of exact and inverse solutions

4.3. Effect of measurement error:

In fact, measurement process always has error eeghich may be caused by instrument, equipment,
environment and nonlinear distortion of ML. Regardeffects of measurement error on inverse resulist be
carried out through adding the standard deviati@ninto measured data. The measurement error usimgaho
distribution is defined as

1 lmea _0.5[(t~1 .0 )]
o= —— e exact dt 25
o\2m I e (25)

where |, and | ., are the measured currents with and without meesemeerrors, respectively. Fig. 6

shows a comparison of the exact solution and imvegsults. Clearly, the estimated current is ireagrent with
measured value, while the measurement error hastefbn estimated ML parameters. The estimatedr
different values of0 is shown in Table 3. It is seen that value wfslightly increases with increased
measurement errors. The average errorg aflso rise with augment measurement error. Maxinointhe
average error is 1.509% when=50mA . It demonstrates that the proposed inverse methodaccurately
estimate parameters of ML even measurement errelisiolved.

1 5 V—va(act _ an
Average error: = ) |——————{x100% (26)
5 W
1500
i I mea (without measurement error)
- o o | mea (With measurement error)
1000 ¢ linv
:<>

500

I(1) [mA]

o

-500

_1000\\\\I\\\\I\\\\I\\\\I\\\\I\\\\I\\\\I\\\\I\\\\I\\\\
0O 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

t/s]

Fig. 6: Inverse results with measurement error

Conclusion:

This paper establishes an inverse method for estigpéive parameters of ML based on the measurement

current data. The results shown that the inverigisns are in good agreement with exact solutiime scale
factors and optimal algorithms significantly affebe convergence speed and value of objective iumcThe
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errors of inverse results slight increase with éasing measurement errors. However, the maximumragee
errors of estimated results is only 1.509% corradpw to o = 50mA . It is believed that the proposed method
has potential for predicting parameters in ML ara/mgive useful information to construct high quaML.
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