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become a challenging problem to maintain similandard of service delivery by tl
cloud service providers. We reviewed the existighhiques of load balancing to fi
that they & highly symptomatic in nature by considered atmoarrowed range ¢
problem. We strongly feel that resource allocatrespurce utilization, identification
dynamic states of Virtual Machines (VMs) are sonmpartant attributes fc
incorporating optnization in existing load balancing techniques, alhiare quite
ignored in existing research worRbjective: - Hence, to present a novel modeling
FOTM or Framework Optimization of Traffic Managenhén this paper where tF
optimization is carried outroour prior framework of load balancing using atiabl

modeling approach. To develop explicit techniques drbitrary job arrival, clou

system, load balancer, system to check resourtesstallocation of incoming tas

transition processing reserved arBasult:-The study outcome is found to be be

than most recently implemented load balancing wépect to resource consumpti

number of processed jobs, and CPU UtilizatGmmclusion: - This paper is a
continuation of our past work where we ballustrated a mathematical modeling

achieve an efficient load balancing.

INTRODUCTION

With the growing range of users over cellular nekgathere has also been exponential growth of ra
application. Suclapplications genere a very dynamic shape of site visitavkich is continued with the aid
cloud environment in order to keep pervasivenObaidat, 2011). ©ud computing is all about sage and
processing with gaining access to information gpplieations over thinternet instead of your local physic
servers (Erkt al. 2015) The cloud is just a metaphor for the internet alst enables delivery of host provi
over the net. It permits businesses to devour ctenpesource as utilities in place of having tdld and
maintain computing infrastructure (Wenhong, 203)hough, cloud gives a better traffic managementifs
existing customers, but there are sure uncertainti@ch cannot be dealt with by cloud e.g. surpgsgiise of
online users, no generaleseotyped agenda for peak hours and idle time. @usuch problems, there ¢
numerous cases of downtime too ensuing in violatbiSLA (Murugesan, 2016)Hence, load balancing
tremendously essential to control such massivewing traffic over clud (Norman, 2014). In a very preferr
way load balancing strategies divides the amoumtark that a cluster has to do among two or moustels ir
order that extra work get performed inside the equeantity of time. It is also approximately disgég
workload and computing resource in a maximum dygag@mivironment permitting an corporation to man
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utility by means of allocating aid among a couplfeclosters, community or server (Gonzalez, 2016ald$o
involves hosting the distribution of workload tiafand demands that resides over the internettarélty helps
organization to achieve high performance levelpfotentially lower cost. However, there is no denyihe fact
that existing load balancing techniques in clouel @bbsolutely not sufficient enough to cater up diigamic
demand of the uncertain traffic from various pasfsthe world. Therefore, the proposed study present
framework that performs optimization of the traffitanagement in order to ensure a proper load hatanc
mechanism over cloud environment. The organizatiothe proposed paper is as follows: -the secowrtose
discusses about the related work carried out it peddressing the problem of load balancing oveudlo
followed by brief discussion of problem identifimat in third section. The fourth section discusabsut the
proposed methodology followed by algorithm desigingple in fifth section. Discussion of analytical
modelling is carried out in sixth section. The tesliscussion is carried out in seventh sectiofofeéd by
conclusion.

Literature Review:

Simeoneet al. (2016) discussed a technique to limit and runmiogt needed to install and preserve dense
heterogeneous network. This technique designedtefédy gives spectral efficiency, statistical niplkexing
and load balancing. Assi al. (2014) mentioned about the decomposition appré@attiumph over from virtual
networking environment mapping issue in cloud infation with an aid of memory up scaling mechanishis
technique designed in this type of manner thatakes use of both a specific and semi-heuristic miposition
with the objective to use load balancing by meahsnmimizing the most hyperlink load in the network
Ningninget al. (2016) discussed the atomization of cloud erafagc&computing to make physical nodes in one-
of-a-kind degree into digital system nodes. Thisigizged machine provides device community much Bidiky
and dynamic load balancing mechanism can shapetigfty because it minimizes the intake of node
migration. Xuet al. (2013) mentioned approximately higher load sigbihodel for the public cloud primarily
based on the cloud partitioning idea the use obghdistic decision making model. Gab al. (2015) have
presented a similar model based on decision makimgiple and examined its affects on applicaticm et al.
(2015) discussed about how to leverage both gebgralpand temporal variable of energy price to edu
energy cost for distributed IDCs. Lit al.(2014) discussed about the more practical dynamitti service
scenario in which server cluster only handle a ifipetype of multi-media task and client requestiéferent
types of multi-media service at a different intédroitime. This method designed it effectively sops genetic
algorithm can efficiently cope with dynamic mulérsice load balancing in CMS. Dewrgal. (2014) discussed
about taxonomy of the state of the art researcipplying renewable energy in cloud computing datater.
This new research challenges involved in manadgmguse of renewable energy in data centers. eCab.
(2014) mentioned about the broaden strength anibrp@ance confined load distribution approach fayud
computing in current and upcoming characteristigeiscaled data center. This method is designedféo o
performance optimization and energy management. éRab.(2012) discussed problem about the resource
management for internet service with a collectidrspatially distributed data center. This methodigieed
effectively to minimize the total resources geat@@oS constraint as well as the location diveraitg time
diversity of resources under MEM.Misheh al. (2012) mentioned about designated review of digievice
migration method and their usage towards dynansouee management in virtualization surroundindss T
approach designed correctly to reduce server spravihimizing energy consumption, load balancing
throughout physical gadget. Liargg al.(2012) mentioned about provider selection for rirdemain service
transfer to accomplish the load stability amongstarthan one domain. This designed principle sulisiéy
improves the device cost and reduces provider piignoThe next section discusses about problem
identification of the proposed study.

Problem I dentification:
This section discusses about the problems thaiderdified after reviewing the work carried out the
researcher in prior section. Following are the peois identification:

* LessEmphasison dynamic States of Virtual Machine (VM):

Majority of the algorithms at present uses normadugng approach to stack up the incoming jobs based
the availability of VM. However, there are few siesl that searches for optimal state of VM for dyiatask
allocation.

»  Few Effective Scheduler Design:

Existing studies considers schedulers to be arapanodule residing in clusters over data cenrtess
allocates resources based on VM availability. Finscess is quite less effective as it includes tmeé doesn’t
support many real-time application processing. 8ales can be embedded properties within VM and PE
(Processing Elements) too, which is less emphasized
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e Lessbenchmarked Techniques:

The existing techniques are developed to solvéadiarmproblems over traffic. Moreover, till dategth are
very few techniques of load balancing that are fbtonbe benchmarked. In such case, it becomes gaite
trivial task to understand the robust load balageilyorithm till date.

Hence, the above mentioned points are some ofigmfisant problems that are found unaddressed in
existing research towards load balancing algoritimgloud. The proposed system will discuss abatait i
adopted technique to solve the problem of loadruatay.

Proposed Methodol ogy:

The proposed study is a continuation of our pas¢arch work (Begum, 2013, Begum, 2013a, Begum,
2014). Using analytical modeling, the proposed &yspresents a framework that mainly focuses onesrop
utilization of resources in order to ensure belbad availability.The proposed technique of optiatian is
carried out by set of algorithms that performs wjation to attain better performance in trafficmagement

over cloud.
Bus
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The prime goal of the proposed algorithm desigtisnsure a better traffic management over cloi. T
underlying architectural model of proposed systenspecifically developed for enhancing load balagci
requirements over cloud. The study in this phask ewmphasize on introducing a novel load-balancing
technique in such a way that random job arrivauthde allocated to available resources. The stlsly uses
the concept of region in order to ensure that abdity of service request (Fig.1). Each regionsists of varied
user bases. We also assume that each region iiptifeunsynchronized with each other for bettmmfulation
of challenging traffic condition. All the virtual achines are considered to be highly synchronized aéach
other. The entire assessment of the study wasedaotit considering i) CPU usage, ii) Memory, aijdDisk-
space. The motive of the current technique is b#igico accomplish zero waiting time for any randgm
arrived jobs. Although, in reality, there are iftnnumber of users sending unlimited job requestich is
really difficult to model. Hence, for better modet), the proposed system will consider a threstmzdded
schemes, where the system will consider a finitemlmer of jobs that are randomly distributed and wait as
input to the main system, whereas the output vélabcomplishment of zero job waiting time in spediftime-
limits.

Fig. 1: Pictorial scheme of FOTM

Algorithm Design Principle:
The proposed study will consists of following tdiva components in the model:

* Random Job Arrived:

The proposed system considers the arrival of ®s jn random fashion in order to map the real-time
situation in cloud environment. The model useddesigning random job arrival. Fig.2 highlights fhrecess
flow of the random job arrival system. The desigitl e initiated by considering maximum of the atbu
resources details (e.g. CPU, maximum jobs, and ulsige). For spontaneous performance analysisletign
is controlled by time as threshold factor basedvbith an arrived jobs will be randomized and forshe to the
cloud system.
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Process Flow Algorithm Design
Extract Cloud Algorithm For Random Job Arrival
Detalls Input: v;(CPU Usage, ¥(memory),and y
A4 v Y (disk-usage)
Seed oPY gecd memo 1| |oisk usage Output: Generation of Random Jobs
freecPy Froo momory 1. Fetch Cloud Details
2. Define variablesyy v,, and

| Time Bouna | 3. Apply Time Bound

4. Use Random function
Randomize | |—»] INcrease No. of 5. Increase number of request.

jobs

Fig.2:Design Flow of Random Job Arrived

e Cloud System:

The design of the cloud system will consists adcific number of cloud servers where each servey ma
have multiple end number of CPUs. The proposeddckystem will comprise of multiple number of reques
that are mapped with random job arrival system.@idn short, cumulatively it can be said to beagacenter
too. The request acts as both inputs for cloudesysis well as proposed load balancer scheme. Kfeer
random jobs are arrived, the proposed system ditthet traffic to the existing cloud server farm farther
processing of the data.

* Proposed Load Balancer:

The role of this module is to check for numbevwiofual machines that are free to process the incgiob.
For availability of more number of VMs, the propdsg/stem shares the work load equally among thdns. T
ensures faster work execution and processing firhe.technique makes use of the state transitiotorfac
order to stores the state of the previous allonatiba VM to a request from a given user based. grbposed
system uses a transition processing reserved mreasources so that once the job arrived (thatis stamped
and indexed by job ID) by job allocator, it is iastly forwarded to the algorithm for ensuring miaintraffic.

Process Flow Algorithm Design

Algorithm for Cloud System
Input: G, ry, h, H

Output: Jobs allocated to VM
1. Initialize variable for cloud server {C
2. Create connectivity among.C

3. User generates requegt r

4. Passy to load balancer algorithm

. 5. While Schedul® is not empty (in arj
arbitrary order)

i)

6. For each job,yin meta-jobU (in an
arbitrary order)
7. For each VM {fhjeH)
8. Compute earliest completion time
Work CT[i,j] on VM h
b Request 9. Compute ETT[] on VM h

/IEstimated Transfer Time
ﬂ —
Directed
traffic

10. Compute minimum ETPT i, j]
CT[ijJ+ETTIi]

Proposed Load

Balancer

Il
‘ 111,

11. End for

12. For each job rm in meta-job set U

13. Find job g with maximum earlies
ETPT (Estimated Total Processing Time)

14. End for

15. Assign job rm to the corresponding
VM h; with maximum earliest ETPT

16. Delete joby from all VM H

17. Update virtual network status

19. End For
Cloud Server Farm 20. End While

v
{111, 11].

Fig.3: Design of Proposed Cloud System
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* Resource Status Monitor:

The proposed module also targets to keep a tracksource for effective check the quality of rume
evaluation of the proposed system. This module aléib retain information about every VMs and thenbar of
request currently allocated to which VM when a weguest is allocated, a new VM with free statd aritive.
This module also ensures that in case of avaitgbdf multiple VMs, the first identified free systeis
considered for resource status monitor. The caradckystem forwards the job request to the virtmathine
using the specific ID and thereby notifies the m%gd resource status monitor for the new allocatibn
considers consider i) VM_ID, ii) Job ID, iii) Nofdobs, iv) Transmission Regions, v) Execution Timwig¢
Used CPU, vii) Free CPU, viii) Used Memory, andfxge Memory

» Job Allocator:
This module will be responsible for allocating tfask from the proposed load balancer scheme alhd wi
formulate a matrix to sequentially arrange the mio@ jobs to the next module TPRA.

e Transition Processing Reserved Area:

The prime target of this component is to ensua there is zero queue size and in-order to rétathe
proposed mechanism will introduce a middleware supihat is termed as Transition Processing Resefivea
(TPRA).An arrived job acts as an input for TPRA, ieth maintains an intermediate memory to allocate
resources to the incoming jobs for further procegsirhe prime objective of this module is to maimta zero
gueue length. It further checks for free or busstem.

Hence, depending on the progress of time, theirgigbbs are pushed into free systems. Using tiotdsh
based mechanism, when the memory of the free syistener, it is then termed as busy system andéhéne
task allocations performs occasional transitionmfrone to another system in order to maintain highly
minimized waiting time.

Analytical Modelling:

Consider x be the no. of cloud server farms of n-type thatlacated in distributive manner. Considgig
the variable for user’s request. Hence, for betgmamicity and challenging environment, the futwerk
consideran>>n where both m and are natural numbers. The system will accomplighaeking information of
cloud resources and can be mathematically represest

Cres= [0, 0z, ag] T

Whereaq,, ap, andas represents CPU utilization, maximum number of jebel disk usage that are recorded
with respect to observational time (T). In the abeguationp,=max(r,) and hence, the proposed randomized
process can be analytically represented as,JobefrRand{,) ~ Rand [max(y)].The proposed system
designs a component termed as cloud system whioiprises of multiple sets of VMs. The job allocation
process is done randomly to the VMs as shown idFig

<<
P

Fig.4: Proposed Job Allocation process to VMs

The cloud system will maintain a data-structuretaming VM-IDF, Job ID of the jobs that has to be
allocated to corresponding VM and VM status to krepk of load distribution. The VM status will megzent
percentage of utilization. The proposed study waidlo use TPRA to allocate the resources and disésbthe
load as per data structure. Consigeas the data-structure of proposed system thatbeamnalytically
represented as,

B=[Johp, VMp, VMgaied

Hence, the proposed study considers the desigatafsdructure considering Job ID, VM ID and VM stat
ID. The system then evaluates server capacity of ¥t extensive analysis, the proposed study etedua
server capacity with an aid of multiple factorsaaslytically represented as,

Server-capacityd][, B, C]

In the above equation], B, and Crepresent threshold-based time, busy-time, and lstiop time
respectively. Therefore, the mean queue lengttbeattetermined as,
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Q - al a. = B
- 175
1-a, , where, T
In the above mathematical representat®iis the amount of time that server was active duthreshold-
time T. Similarly, the service time can be evaluated as,

B

S=—

C
WhereC is the number of transactions completed duringsthold-period. Therefore, the objective function

of the proposed system is expressed as follows

fl(x) = a'rgmin (Q) =0 and f2 (X) = argnin(cres)

In the course of processing, if any VM is overladdleusy), than the jobs are migrated to the VM$ dna
underutilized (free). On completion of processitig, cloud system will update the entire data stmgctThis is
the prime basis of the design of proposed loadnisalg scheme that will ensure that status of VMlisays
100%, which will mean that it is completely utilzevith no possible condition of deadlock (VM overyu
Hence, the algorithm for proposed load balancesifllows:

Algorithm for Load Balancer:
Input: rp,
Output: Load balancing
. Initialize the submitted jobs
. Select a job for the job classes and create fékithe chosen job size.
. SORT in descending order
. Select job category LN.
. Set the current large job as LN.
6. Perform Resource Status Monitoring
7. Track all the events (i) Inter-arrival time, Number of jobs, iii) Execution Time, iv) used CHune, v)
Free CPU time, vi) used memory, vii) Free Memoii) Wsed Disk space, ix) Free Disk Space.)
8. B as the data-structure of proposed system
B :[‘JObDu VMlD, VMstate;
9. Define Server Capacity
Server-capacity=[T, B, C]
10. Evaluate mean queue length

GO wWNE

- _B
- [ —
1 a; Where, T
11. Evaluate Service Time
B
S=—
C

12. Define Objective Function

fl(x) = a'rgmin (Q) =0 and f2 (X) = argnin(cres)

13. Create one VM for LN with capacity C(LN).

14. Create VMs for next large jobs LN-1 with capaeillocated for LN is reached.
15. Set N=N+1

16.Repeat 1-3 until maximum capacity is reached.

Results:

This section presents the discussion of the acdehaa results from the proposed FOTM modeling.hfes t
core goal of the presented study was to establisleftective load balancing over highly dynamic fiaf
scenario over cloud, hence its performance parametee selected in such a way that it can meadsre i
effectiveness in presence of variable traffic. Tady considered its performance parameters asalbver
resource consumption, number of processed jobs,Citd utilization. In order to assess the outcomes,
choose to compare the outcomes of FOTM with thet mexent work carried out by Aslanzadettal. (2015),

Xu et al. (2016), and Zhaet al. (2016). Aslanzadeht al. (2015) have developed a swarm intelligence based
technique called as Endocrine PSO (Particle Swaptin@ation) in order to effectively manage traff@ad.

Xu et al. (2016)have presented their work on task schegluilin connection with greedy-based resource
utilization called as RAISM i.e. Resource Allocatiasing Improved Simulated annealing Method to eslsir
the problems of load balancing over virtual tecbhg@s in cloud.Zhaet al. (2016) have applied a Bayes
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concept using heuristic environmental attributesrider to perform load balancing. We consider tadl tvork
under similar performance parameters and test-@mvient to perform comparative performance analysis.

0.8

—— LB-BC
—*—FOTM

RAISM
—= — EndocrinePSO e ——a—— %

o
~

T
L

Overall Resource Consumption
o o o o
w = m m
: :

=]
[N
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n I L . L L L L
[} 10 20 30 a0 50 &0 70 a0 S0 100
number of Clusters

Fig.5:Analysis of Overall Resource Consumption

From Fig.5, it can be seen that proposed FOTM bsasel extent of resource utilization with respect t
increasing number of clusters compared to othestieg techniques. RAISMaddresses multi-objective
constrained optimization problem for which reasbe trend is somewhat predictable. However, usage of
enhanced simulated annealing causes slower schgduiihich cannot match with the increases rate of
incoming jobs causing faster drainage of resourtBsBC overcomes the heuristic problems of RAISM by
incorporating a deployment controller with the hdsister. Unfortunately, LB-BC was meant only focél area
network to be working in chain in order to caterthp task scheduling over cloud. This causes tinastmucture
(routers) to drain resource in order to get th& meecuted; however, it can successful save ovezatiurce
consumption for the host. Endocrine PSO seems\e haobust starting by searching for VM with oved
task. As the VMs do have better synchronization rgneach other, hence enough amount of resource
utilization is saved in this search till 20 clustehowever, with inclusion of more number of clustehe
Endocrine PSO algorithm generates recursive alguriust to find the next overload VM, thereby cagsi
massive drainage of resource after few rounds. Weweproposed system purely works on state-tramsiti
matrix considering various region-based commuracatiAll the sourced jobs that reaches VMs are then
subjected to TPRA algorithm, which coordinates agdc itself with existing status of VM, which penfios
double time better than similar operation carrietl wsing Endocrine PSO technique, but with lessends of
iterations. Hence, at any size of incoming traffie performance of FOTM is insignificantly affedte

o0

80

—e— LB-BC

70| —*— FOTM
RAISM

—* — EndocrinPS0O

&0

s0

No. of Processed Jobs(%)

i i i i i i i i
o 100 200 300 400 s00 BOO 700 s00 200 1000
MNo. of Job Request

Fig.6: Analysis of Number of Processed Jobs

Fig.6 shows the analysis of number of processesl where FOTM was found to have higher capabitity f
faster processing based on incoming job from taffihe prime reason behind this is the objectivection
which always attempts to queue to zero with lesaber of resources being involved in it. The mecéianis
better and highly non-recursive for same job aspamed to LB-BC, RAISM, and Endocrine PSO techniques
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Fig.7 highlights the performance of CPU utilizatigncloser look will show that both proposed FOTRtda
LB-BC has nearly similar CPU utilization in initi#&w duration of system usage. This is due to #ut that
both the model follows task deployment based omtelu But, LB-BC posses increased loops to seasch f
better physical host and this intermediate bufféf ke always required to be stored resulting irdden
increased CPU utilization. RAISM computes capadfyhost in 4 iterative and extra steps that resuits
excessive CPU utilization. Similarly, Endocrine P8@orporates three extra steps of optimizatiortask
scheduling resulting in excessive CPU utilizatibtence, the proposed system has better CPU utilizats
compared to existing system.

Conclusions:

With the number of enterprise applications migmtin cloud-based services, the number of users are
constantly increasing day-by-day. Developing a rheal@erfectly predict traffic and user behavioifas from
reality at present and hence only way to contralvall as manage traffic is to apply load balancitgprithm.
However, after reviewing the existing system, ifdend that existing load balancing techniquesdaeecloped
on the ground of certain applications without cdasing traffic uncertainty factors e.g. unavailapibf VM,
service mirroring error, etc. This paper is a ammition of our past work where we have presented a
mathematical modeling to perform load balancinge Tdurrent paper has presented a novel technique of
optimization of our past framework by incorporategme of the novel features in it. The newly adfdedures
include algorithm design for random job arrivaludl system, load balancer, system to check resatiates,
allocation of incoming task, transition processiegerved area etc. The study outcome was founddel e
better performance in comparison to existing tegtes$ with respect to load balancing performance coeid.
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